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With greater and greater frequency, we find
ourselves in conversations, meetings, and even
invitations for writing where the term AI lit-
eracy or AI literacies (often used interchange-
ably) is named as if it had a commonly shared
and stable definition. In the contexts of edu-
cation policy, teacher education, and research
on learning we are experiencing an urgency
driven by funders and popular media to solve
the “AI Problem” for (not with) youth. This ur-
gency is predicated on the assumption that ar-
tificial intelligence is transforming everything
and poses a potential existential threat. AI lit-
eracy is seen as a form of power and control;
providing AI literacy (to those assumed not to
have it) will allow people to regain control over
their lives, protect themselves from artificial
intelligence, earn a living, and participate fully
in society.

The current wave of urgency around AI ed-
ucation in the United States results from the
confluence of US science policy and popular ex-
citement following the widespread availability
of generative AI tools. Two of the National Sci-
ence Foundation’s Ten Big Ideas (2017) guiding
research investment were the "Future of Work
at the Human-Technology Frontier" and "Har-
nessing the Data Revolution," both of which
have come to fruition in the recent progress
of AI technologies. The President’s Council of
Advisors on Science and Technology (PCAST),
which guides national science priorities, re-

leased a report on AI in 2024. The National Sci-
ence Foundation issued two "Dear Colleague"
letters in 2023, each introducing grant funding
in AI education. Meanwhile, popular aware-
ness of AI has exploded in the last several years.
Although machine learning technologies have
been invisibly incorporated into our lives for
decades, the broader public became aware of
the power of generative AI in the last several
years through the release of generative applica-
tions such as Midjourney and ChatGPT.

Education has been a major emphasis of AI-
related scientific policy and in popular media
coverage. The rapidly growing body of re-
search on AI education has largely embraced
"literacy" as a framing for what needs to be
learned about AI. An “AI literacy framework
for families” (Druga, et al., 2023) has been pro-
posed; theoretical articles have conceptualized
AI literacy (e.g., Ng et al., 2021); a workshop
at the leading conference on human-computer
interaction asked “What is AI literacy?” (Long,
et al., 2023); and a literature review was pub-
lished on AI literacy in K12 education (Casal-
Otero, et al., 2023). In some of this research, the
term “literacy” does little work beyond group-
ing learning objectives together, e.g., “We refer
to this set of competencies as AI literacy” (Long
& Magerko, 2020, p. 598); in other cases, AI
literacy is either defined or identified as a con-
struct needing definition, often with reference
to prior discourses of computational literacy
or digital literacy. But despite the prominence
of literacy as a way of thinking about AI edu-
cation, it is curious that the emerging field of
AI education appears almost wholly unaware
of the decades of research in literacy studies
which questioned and refined the concept, as
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well as many preceding cycles in which literacy
has been proposed for new media, relying on
the same assumptions and repeating the same
conceptual and practical missteps.

Discourse around AI education emphasizes its
newness, but these arguments are a familiar re-
frain echoing past arguments for how everyone
needs to learn a set of skills and practices, pack-
aged as literacy, regardless of individual, social,
or historical context. This all too familiar song
was first named The Literacy Myth by Harvey
Graff (1979), and though times have changed
and we benefit from over 40 years of literacy
studies research, we all too easily fall back into
the pattern of presuming that literacy by itself
has unique and innate power to transform lives
and improve society (Graff, 2022).

Evidence of the persistence of this myth is the
inherent value that the term “literacy” is per-
ceived to have when ascribed to any set of
skills, competencies, or areas of knowledge.
We have yet to come across an exhaustive list of
areas of study, policy, and commerce that have
co-opted the term literacy in a move to elevate
its status and potential effectiveness (e.g., finan-
cial literacy, mental health literacy, recreational
literacy, culinary literacy). As Graff (1979) doc-
umented historically, literacy has been synony-
mous with progress, while the lack of literacy
(or illiteracy) represents stagnation and decay.
Everything is better with literacy and inferior
without. Literacy is framed as a necessary pre-
cursor to individual and social progress, so it
comes as no surprise that AI literacy is con-
sidered essential for progress, lest we become
defenseless victims to the infrastructure of com-
puting technologies that shapes our daily lives.

Fortunately, we have worked our way out of
the conceptual trappings of the literacy myth
many times before, most recently in the shift
from computational thinking to computational
literacies (Kafai & Proctor, 2021). The goal of
this chapter is to retrace the past and remind
ourselves of what we have learned and accom-
plished with over 40 years of literacy studies
research. We do so in the hope of establishing
some heuristics for our thinking around arti-

ficial intelligence in the lives of youth lest we
fall back into the rut of the literacy myth and
its seductive promises. We also point to some
ways forward for when we find ourselves in
interdisciplinary collaboration with colleagues
who may be using the terms AI literacy or
AI literacies without considering the ideolo-
gies and practices that accompany those terms
which have ramifications for the lives of youth.
In the rest of this chapter, we summarize six
lessons from literacy studies and suggest how
they could help reframe AI literacies research
and practice.

Literacies are Situated Within and Across So-
cial Contexts

Though not in direct response to the histor-
ical analysis of the literacy myth provided
by Graff (1979), concurrent ethnographic re-
search of literacy by psychologists Scribner
and Cole (1981), anthropologists Heath (1983)
and Street (1984), and compositionist Brandt
(2001), among others, revealed that literacy var-
ied across the social domains of people’s lives.
Their collective work which came to be known
as the New Literacy Studies (NLS) provided
a reframing of our understanding of literacy
and a set of conceptual tools (i.e., literacy prac-
tice, literacy event) to be used in ethnographic
investigations of literacy. We emphasize that
this research was ethnographic to highlight the
significance of people defining the meaning
and value of different forms of literacy in their
lives, rather than researchers or policy makers.
We will return to this significance later in the
chapter.

Parallel to Graff identifying the literacy myth
historically, Street (2000) working anthropo-
logically referred to that set of assumptions
about literacy as the autonomous model. The
autonomous model assumes that literacy, or
the ability to read and write, has effects on
other social and cognitive processes indepen-
dent of “the social conditions and cultural in-
terpretations of literacy associated with pro-
grammes and educational sites for its dissem-
ination” (Street, 2005, p. 417). The problem
with the autonomous model of literacy is that
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it assumes that literacy is a set of reading and
writing skills which are powerful regardless
of identity and social position—that anyone
can acquire, use, and benefit from. The au-
tonomous model of literacy is the basis for ar-
guments that everyone needs a particular form
of literacy (e.g. “computer science literacy for
all”), and that it is a matter of equity to iden-
tify the underserved and deficient who remain
without this form of literacy in order to pro-
vide this form of literacy to them to transform
their lives.

The literacy myth of the autonomous model
also has implications in reverse to justify blam-
ing the marginalized when literacy does not
come through for them. If everyone can suc-
ceed once they have literacy, and literacy is pro-
vided to everyone, then everyone can succeed.
When someone does not succeed, it follows
that they themselves or the social group or cat-
egory to which they belong are to blame. This
backfiring of the autonomous model of literacy
can be used as an explicit tool of oppression
(e.g., the use of literacy tests to disenfranchise
Black voters in the U.S. south), but it can also
occur more subtly. For example, one effect of
widespread computing education is the pro-
duction of computationally governable citizens
(Williamson, 2006).

In contrast, Street (2000) argued that the ide-
ological model of literacy subsumes the au-
tonomous model by foregrounding the ideolo-
gies of particular forms of literacy situated in
social arrangements, such as families, schools,
faith communities, commerce, and workplaces.
(By ideology, we mean a system of ideas and
beliefs based on lived experience but not a dis-
tinct political commitment.) Rather than con-
sider literacy as a universal, neutral set of skills,
NLS ethnographic research considered literacy
to be multiple situated social practices. NLS
ethnographic research revealed the particular
significance of forms of literacy in different
domains of people lives based on what they
were accomplishing, with whom, within what
social arrangements, and for what social con-
sequences, as well as the meaning and value

they ascribed to those practices. To acknowl-
edge how greatly literacy can vary in use and
meaning within and across these differences,
NLS scholars began using the plural form of
literacies to name multiple and distinct social
practices (i.e., literacy practices) defined by the
people who enact them.

If we are to build on the NLS foundation with
AI Literacies (plural), we need to retain a few
key characteristics of this framework. First,
AI Literacies are not an autonomous, neutral
set of skills, but rather are varied ideological
social practices that have different meaning
and value across people, social domains, and
institutions. The ninth-grade student using
AI to write an essay for their teacher is not
enacting the same literacy practice as the reli-
gious official using AI to write their sermon
or homily for their congregation. They are en-
gaged in different social practices, for different
purposes, in relationship to different intuitions
and social arrangements, and for different so-
cial outcomes. Second, the people enacting
the literacy practices are the ones who define
the meaning, value, affect, and ideology. We
understand what role AI plays within these
literacy practices by making inductions from
observations and interviews with the people
enacting those social practices. Therefore, any
conversation about AI Literacies needs to begin
with specific ethnographic examples. Though,
we must also avoid the temptation to hastily
extract characteristics from those examples and
render them as a neutral and universal set of
skills and habits of mind (Bruner, 1960). A
few current framings of AI literacy adopt this
ethnographic stance (e.g., Druga et al, 2023),
but most put forward their own prescriptive
framing of what skills and practices should be
adopted.

Literacies Vary Within and Across Power Re-
lations

Beyond recognizing the existence of multiple
literacies, we should recognize that they op-
erate in the context of power relations which
enable and constrain participants’ ability to en-
act them, inform the willingness of others and
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institutions to validate and sanction them, and
shape the value which is attributed to their
enactment in any given social context. NLS
research foregrounds how ideology shapes lit-
eracy practices within and across social do-
mains in people’s lives. For example, schools,
and in particular English Language Arts class-
rooms in the U.S., often operate within an as-
similationist ideology that sanctions particular
literacy practices (e.g., standard English, essay-
ist prose) and marginalizes others as deficient,
constituting linguistic injustice (e.g., Baker-Bell,
2020). Street and Street (1991) characterize this
marginalization of literacy practices and the
people who enact them as “pedagogization,” or
the rendering of unsanctioned literacy practices
as noncomplementary with school-sanctioned
literacy practices (e.g., Heath, 1983) with a
deficit perspective (McCarthey, 2000) and/or
considering unsanctioned literacy practices as
“inferior attempts at the real thing, to be com-
pensated for by enhanced schooling” (Street &
Street, 1991, p. 143). Youth are then caught
up in institutions, wherein literacy practices
and the people who enact them are valued and
treated differently based on how commensu-
rate their literacies are with those sanctioned by
the institution (e.g., school). Since U.S. schools
tend to reflect white, middle-class values and
social practices, those students whose literacy
practices are situated in white, middle class
social domains are valued and regarded dif-
ferently than their peers’ whose literacy prac-
tices may be situated in more diverse social
domains.

When enacting literacy practices, people negoti-
ate among the ideologies that frame the literacy
practices they bring along with them and the
ones that others are attempting to bring about
in the situation (Goff & Rish, 2020). Sometimes,
the relationships between the ideologies peo-
ple are negotiating among are not compatible.
For example, two people on a sales call may
be negotiating between zero sum and mutual
benefit ideologies; the ELA teacher and their
students may be negotiating among assimila-
tionist and pluralist ideologies, and the religious
official writing their sermon or homily may be

negotiating among intolerance and acceptance
ideologies within their congregation. Bloome
and his colleagues (2000) named possible rela-
tionships among literacy practices, including
but not limited to: oppositional, the out-right
rejection of literacy practices as resistance to
a dominant cultural group (e.g., Ogbu, 1991);
assimilative, the adoption of literacy practices
to become part of the dominant cultural group
(e.g., Guthrie, 1985); and adaptive, the recasting
of literacy practices so that they are consistent
with one’s own culture (e.g., Kulick & Stroud,
1991). Youth are engaged daily in these nego-
tiations among literacy practices and the ide-
ologies that frame them within and across the
social domains of their lives.

The questions for our consideration of AI Lit-
eracies are: What ideologies are youth nego-
tiating when enacting literacy practices that
involve artificial intelligence? What is the re-
lationship between the AI literacies they bring
along with them to a social arrangement such as
an ELA classroom and the literacy practices the
ELA teacher is attempting to support and bring
about among the students? We may find that
there are any number of relationships among
the literacy practices involving artificial intel-
ligence that youth are negotiating, including
but not limited to: adopting, adapting, resist-
ing, and refusing. We fear that artificial intelli-
gence could become yet another means for sup-
porting assimilationist ideologies in ELA class-
rooms depending on how the ELA teacher po-
sitions and frames the use of AI among youth
(e.g., authoritative source, mentor text, genre
model, text to be interrogated).

At the same time, generative AI has disrupted
some of the mechanisms by which sanctioned
literacies are recognized and rewarded. For ex-
ample, it has become near impossible to catch
students passing off AI texts as their own writ-
ing. Anyone can now effortlessly produce a
properly-formatted essay, a lab report, or work-
ing computer code. This fact fundamentally
destabilizes schools’ processes of evaluating
and sorting students according to their perfor-
mance of sanctioned literacies and will perhaps
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also disrupt the role education plays in sort-
ing youth into their later social class positions.
The disruption of dominant literacies could
create an opening for schools to embrace syn-
cretic ideologies (Gutiérrez, 2014), but there
is already evidence of a reactionary response:
increasingly-invasive efforts to maintain the
status quo through an arms race of monitoring
tools to catch students using AI tools.

Literacies Vary in Scale and Durability

Social practices mediated by reading, writing,
and related semiotic systems (i.e., literacy prac-
tices) are defined in part by the extent to which
they are shared and mutually recognized by
people within and across social domains, as
well as the extent to which they are concretized
within institutions and related social arrange-
ments. Two people engaged in the same ac-
tivity may or may not be enacting the same
literacy practice. For example, two students in
an ELA classroom who are writing a personal
essay may attribute different meaning, affect,
and value to the literacy practice. One student
may report writing the personal essay to earn
a grade, in which case the literacy practice
may be framed around compliance with the
teacher’s expectations. Another student may
be writing the same personal essay with a rela-
tive or a loved one as the primary audience, in
which case the literacy practice may be framed
around a relationship with the intended au-
dience. In both cases, the students may be
expected to comply with particular genre con-
straints or formulas (e.g., five paragraphs, stan-
dard English, first person), in which case they
may be using language in ways that are par-
ticular to the institution of school. Further,
this may not be their first personal essay for
them, indicating that the literacy practices they
are enacting have a history. However, there is
no promise that this literacy practice will con-
tinue to be relevant and useful to them once
they are no longer writing for a classroom as-
signment. Lastly, some characteristics of their
literacy practices are deeply concretized as an
enduring genre within the institution of school-
ing (with no indication of widespread change

on the horizon) and recognized across a macro
scale (i.e., five paragraph personal essay).

For AI literacies among youth, we cannot as-
sume they do or do not have a history of enact-
ing literacy practices with artificial intelligence.
We cannot also assume that the way we ask
them to consider using artificial intelligence
will be commensurate with their past experi-
ences, if any. Further, any AI literacies that
we hope our youth to take up will not only
have to be reconciled with the literacy prac-
tices that students bring along with them based
on their history and the literacy practices that
are presently sanctioned and valued by the
school. Simply adding AI literacies, however
they are defined ideologically and supported
by teachers, to a set of school sanctioned liter-
acy practices provides no guarantee students
will adopt them with fidelity and enact them
in ways that have durability beyond the social
domain of schooling.

Likewise, we cannot assume that any liter-
acy practice has a patterned predictability and
durability, both in terms of its history and its
future. Some literacy practices are emergent,
ephemeral, and fleeting as social arrangements
and relationships shift and change. Every-
day literacy practices are shaped by feeling,
affect, embodiment (Pahl & Rowsell, 2020), and
take on different characteristics with movement
across space and places (Stornaiuolo, Smith, &
Phillips, 2017). A literacy practice that has
value in one moment may not in the next, and
a literacy practice may be encountered in one
context and become more durable over time
in a completely different context. We see this
often in the lives of youth as they use language
and related semiotic systems creatively and not
always for reasons that school may consider
purposeful or rational (Leander & Boldt, 2012).

Not All Practices are Defined by the Tool

The identification and naming of literacy prac-
tices is significant because in most cases the
modifier is considered to be the most essen-
tial characteristic of the literacy practice. Some
examples include: the type of place, urban lit-
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eracies (Kinloch, 2015); the identity of the peo-
ple involved, Black immigrant literacies (Smith,
2023); the purpose of the social practices, agita-
tion literacies (Muhammad, 2019), restorative
literacies (Wolter, 2021); the ideology of the
social practices, social justice literacies (Boyd,
2017), critical literacies (Pandya, et al., 2022);
the semiotic systems, multimodal literacies (Al-
bers & Sanders, 2010). Additionally, literacy
practices are often named for the tool or medi-
ational means that is used to enact the social
practices (e.g., digital literacies). In many cases
when the tool is the modifier, literacy is being
used within an autonomous model and the
term is largely being co-opted to elevate the
status of what we would otherwise call compe-
tencies, set of skills, or knowledge. However,
if literacies (plural) is being used with a type
of mediational means/tool as the modifier, we
would expect that it is being framed within an
ideological model of literacy (though this is not
always the case). The question is: to what ex-
tent is the tool the most essential characteristic
of the literacy practice?

Using standardized testing as an example, stu-
dents are often expected to answer multiple
choice questions and produce specific genres
of writing on an abbreviated timescale (e.g.,
short answer, extended response). The liter-
acy practices required to be successful on these
standardized tests are rehearsed in preparation
for the exam, enacted on the day of the exam,
and then never used again (unless taking a
similar standardized test in the future). The lit-
eracy practices of producing the specific genres
of writing and filling out the multiple-choice
answer sheet only have value within domains
where such exams are consequential to the per-
son taking the exam (and the institution that
may be rated on the test takers’ scores). We
might refer to this literacy practice as test taking
literacies to point to the essential characteristic
of the literacy practice (in this case the pur-
pose). However, it would be odd if we named
this literacy practice after the tool used, #2 pen-
cil literacies. While it is true that the specific
tool is required for enacting this literacy prac-
tice, we could argue that it is not the defining

characteristic.

Therefore, when considering any literacy prac-
tice that involves AI, we should consider the
extent to which AI is the defining characteris-
tic. Returning to two earlier examples, using
artificial intelligence may or may not be a defin-
ing characteristic for the ninth-grade student
writing an essay for their teacher or for the reli-
gious leader writing their sermon or homily for
their congregation. We need to consider what
is revealed and concealed, as well as what is
valued and devalued, when we foreground
the tool or mediational means as the defining
characteristic of the literacy practice under con-
sideration. Framing either of these examples as
AI literacies implies that using AI is what mat-
ters most in each scenario. If using AI is seen
as the essential characteristic of the practice,
then the teacher, tool designer, or policymaker
(each of whom controls what counts as “using
AI”) also becomes the arbiter of which literacy
practices are sanctioned and supported.

Avoiding A Priori Definitions of Literacies

In our view, research activity under the banner
of New Literacies represents a cautionary tale
for AI literacies. Though not their intention,
Lankshear and Knobel (2006) provided a defi-
nition of New Literacies that was taken up in
ways that runs contrary to the ethnographic
and anthropologic NLS foundation on which
it based. They noticed that new technologies
created the potential for literacy practices that
differed from those we were accustomed to
considering among youth and adults. They
defined New Literacies as social practices that
involved new technologies but also liberatory
new ways of using them, resulting in collective
and distributed authority and expertise. Wikis
were new ways of writing; the distributed au-
thorship of Wikipedia redefined what counts
as evidence and who gets to be an authority.
However, the transformative potential of new
technologies can easily blunted when they are
co-opted into existing scripts (Cuban, 2003), so
New Literacies scholars (e.g. Kist, 2005) sought
out examples of the practices they imagined,
and advocated for the potential of new digital
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and networked tools.

Because this project was committed to the po-
tential of specific technologies, literacy prac-
tices were only relevant to the research when
they used certain technologies in certain ways.

Such operationalization of an a priori defini-
tion of a particular literacy practice puts the
researcher and the practitioner in a deductive
mode where they are seeking out evidence to
support their idealized literacy practice. Unan-
swered is the question whether those same par-
ticipants in those studies would have named
the ontology of their literacy practices as the
most significant element to them. In other
words, rather than working inductively from
an ethnographic perspective that leaves open
the question of what are the most essential
characteristics of literacy practices to the par-
ticipants, much New Literacies research went
hunting for examples to support their idealized
model. The result was often a valuation of the
literacy practices being considered based on
the extent to which they represented the ideal-
ized model: non-example, peripheral case, or
paradigmatic case (Lankshear & Knobel, 2006).

Research and practice on AI literacies runs the
risk of falling into a comparable pattern of as-
serting what AI practice should look like rather
than learning what works alongside users. This
risk is magnified by the recent urgency to teach
and research AI. When school systems demand
AI literacy, but also insist on predefined learn-
ing objectives to teach and measure, they im-
plicitly demand the autonomous model of liter-
acy. Meanwhile, a research proposal may feel
more focused, with greater potential impact
(and thus more likely to be funded), when it
specifically defines the kinds of AI use it is
looking for and the outcomes which are hy-
pothesized to result.

Agency is Slippery

With traditional print literacies, there was no
difficulty in distinguishing the reader or writer
from the text. Agency—the capacity to form
intentions and the power to act on them—was
a property of the reader/writer, whose semi-

otic action was mediated by text. New me-
dia technologies play a more active role in
organizing, contextualizing, and interpreting
meanings, and therefore complicate the locus
of agency. NLS has been particularly interested
in how individual and collective agency is me-
diated by semiotic systems, and how those sys-
tems reciprocally shape the possibilities and
meanings of literacy practices. Readers and
writers have some agency to determine how
they will use tools, but tool designers and in-
creasingly the tools themselves are also agentic,
shaping tools’ use and co-author the resulting
meanings.

Post-humanist perspectives on literacy as a so-
cial practice have broadened considerations of
who and what has agency in any given social
arrangement (Burriss & Leander, 2024). In-
formed by actor-network theory (Latour, 2005),
agency is extended to non-human actors within
the social context. Rather than only consider-
ing how the design of an object makes some
actions easier (affordances) and some actions
more difficult (constraints), actor-network the-
ory goes a step further to suggest that objects
not only mediate but also “authorize, allow,
afford, encourage, permit, suggest, influence,
block, render possible, and so on” (Latour 2005,
p. 72). Agency is distributed across people and
objects and actions are taken within assem-
blages of people and objects. Actor-network
theory is a particularly helpful theoretical lens
for thinking about generative AI, where it is
much more difficult to distinguish the reader
or writer from the text, and where literacy prac-
tices are not only enacted by people but also in
part by objects such as artificial intelligence.

Even though agency may be distributed, we
should not consider all actors equal in today’s
AI-powered assemblages and networks of lit-
eracy. People are not passive dupes whose ac-
tions are wholly determined by semiotic struc-
tures; they are adaptive within situations and
prone to take actions based on thoughtful re-
flection or unpredictable whimsy. Youth, and
particularly those growing up in a world that
was not built for them, are often particularly
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adept at repurposing tools in unanticipated
ways (Vogel, et al., in press). At the same time,
however, the agency of AI tools will likely con-
tinue to grow as they “read” us (e.g., automatic
essay graders, automatic resume evaluators,
meeting summary tools) and “write” on our
behalf (e.g., chatbots, auto-generated email, AI
writers and programmers) in more and more
social situations.

Current framings of AI literacy seldom em-
brace this complexity, defaulting instead to ei-
ther an optimistic assumption that AI are tools
like any other with agency resting in users, or
to a pessimism which sees today’s AI as a step
toward superintelligence which threatens hu-
man agency or even human existence. Instead,
we propose that the ethnographic stance de-
veloped by NLS be extended to exploration of
how, in each specific situation, humans, com-
puters, and other symbolic systems all partici-
pate in meaning-making via flexible and shift-
ing roles. Should humans be granted a special
ontological status, with intrinsic rights and dig-
nity? Today it is easy to answer in the affirma-
tive, but it is also easy to imagine a near future
where the answer is much murkier.

Finally, we suggest that theories which were de-
veloped to account for semiotic agency within
human culture (e.g. linguistic anthropology
and sociology of language) may be particularly
helpful for making sense of the agency of large
language models which model and reproduce
human discourse. For example, language ide-
ologies (Irvine & Gal, 2000) are cultural ideas
which shape how listeners interpret language
and how listeners perceive speakers. Large lan-
guage models enact language ideologies they
learned from training data when they partic-
ipate in discourse as listeners and as speak-
ers. Social constructs such as race and gender,
which we also use to make sense of speakers
and their speech, are also reproduced and reen-
acted by large language models. Further, race
and gender are coded into and associated with
other variables in algorithms that replicate and
intensify hierarchical outputs and discrimina-
tory allocation of access and resources, as well

as undue attention, surveillance, and scrutiny
(Buolamwini, 2023). Benjamin (2019) named
the racial discriminatory aspects of algorithmic
bias The New Jim Code. Following, while we
acknowledge that people should be granted a
larger consideration of agency within assem-
blages and networks, we are also aware that
algorithms and related artificial intelligence are
shaping those social, material, and digital con-
texts in ways that exacerbate persistent societal
inequities and injustices, including discrimina-
tory practices and policies.

Looking Ahead

Each technological revolution of the last fifty
years has been met with similar hopes and
fears and has been followed by similar propos-
als for the kind of literacy we need now. We
view these as verses with the same refrain of
the literacy myth. Our purpose in this chap-
ter has been to trace the origin of the song to
which these verse belong, as well as present
six lessons learned in response. However, it is
easy to imagine how the tired song may repeat
itself:

An aspirational model of AI literacy is de-
veloped, along with curricula which rely on
best practices to ensure consistent outcomes.
The model is then incorporated into institu-
tions and policy with the promise that AI liter-
acy will improve people’s lives, and with the
premise that it is needed because most people
are AI-illiterate. In schools, AI literacies are
taught and assessed from an assimilationist
ideology that does not take into consideration
the literacy practices and identities youth bring
along with them. Research then shows an AI lit-
eracy gap falling along existing inequities, cre-
ating yet another divisive statistic that is used
against the most vulnerable and marginalized.

We argue that if the song is not to remain
the same with AI literacies, then we must be-
gin with considering what people, particularly
youth, are doing with AI currently, in class-
rooms as well as in their daily lives. Without
knowing how people are actively and passively
using artificial intelligence to enact social and
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literacy practices, we are setting ourselves up
to repeat past patterns and harms. We imag-
ine a different possible future, within which
researchers and practitioners take time to un-
derstand how AI is currently being used within
the literacy practices of youth, as well as the
value, meaning, and affect youth attribute to
those practices. Researchers and practition-
ers work from the understanding that any AI
practices they would like to introduce come
with an ideology that needs to be reconciled
with the ideologies of youths’ existing every-
day literacies. Researchers and practitioners
do not expect wholesale adoption and fidelity
of the AI literacies they are introducing but
rather learn alongside people what is useful
and valuable. Researchers and practitioners
resist the urgency to standardize and assess
AI literacies and avoid the temptation to scale
and commercialize related processes and pro-
cedures. They allow for the possibility that
the AI literacies being introduced may or may
not have significance to people’s lives outside
of the context in which they are being intro-
duced. For example, if AI literacies are solely
situated in school-based social contexts and
school-sanctioned literacy practices, it should
come as no surprise if people do not bring
them along to other domains of their lives out-
side of school.

We recognize that our observations about the
history of literacy studies, our arguments about
current iterations of AI literacy, and our hopes
for how we might avoid perpetuating the liter-
acy myth and its related harms are in tension
with dominant practices of education (which
insists on specifying what is to be learned a
priori, and measuring it accordingly) and pos-
itivist research (which expects a priori oper-
ationalization of constructs and their hypoth-
esized effects). Nonetheless, when we find
ourselves in conversations, meetings, and invi-
tations for writing about artificial intelligence,
we will be working steadfastly to change the
tune.
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